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Abstract
The global property protection gap in natural catastrophe risk has widened steadily over the past 40 years. 
In historical terms, we find that most underinsurance of extreme events is for climate-related events such 
as flood and windstorm, but in expected terms, earthquakes comprise the largest share of underinsurance. 
Using a framework to define the protection gap in historical and expected terms, this paper breaks down 
the gap by geography and risk type and presents an empirical analysis of the key drivers of the gap. First, 
uninsured expected cat losses are estimated using models that combine geo-physical vulnerability maps, 
economic exposure data, and insurance market information. Second, each country's expected (or optimal) 
property insurance penetration is modeled and compared to actual penetration to derive a measure of 
property underinsurance. Third, we explore the factors that affect property insurance demand, applying 
regression analysis to an unbalanced panel data set that includes 53 countries observed over a 15-year 
period. Several significant economic, financial market, socio-demographic, cultural and institutional 
variables are identified. The results lead to a taxonomy of the root causes of underinsurance and a set of 
proposed measures to narrow the protection gap.

1. Introduction: underinsurance of extreme risks and climate-related events

Globally, an estimated USD 4 trillion has been lost over the past 40 years to extreme natural disaster
events, of which USD 2.9 trillion were caused by climate-related events, such as windstorm, flood,
drought, hail, and brushfire, and USD 1.1 trillion by other natural catastrophes such as earthquake and
tsunami. Some USD 1.1 trillion were recovered through insurance and about 2.9 trillion remained
uninsured. 1 This aggregate loss data illustrates the large protection gap for extreme, and particularly
climate-related, risks. Narrowing the gap requires a more detailed understanding of the components of the
gap and the root causes, in order to design relevant and actionable measures.

This paper addresses the protection gap for extreme events by focusing on natural catastrophe ('nat cat')
perils, and specifically by analyzing the property insurance market. The 'protection gap' is defined as the
uninsured portion of losses resulting from an event, namely the difference between total economic and
insured losses. The term 'underinsurance', on the other hand, may be defined as the difference between the
amount of insurance that is economically beneficial – which may include some rationally chosen self-
insurance – and the amount purchased.

A key contribution of this paper is combining historical data and probabilistic models, to estimate the
protection gap. We exploit a unique dataset of property insurance premiums for 53 countries that allows
us to quantify the protection gap in property risks by geography and risk type. First, we assess the trend in
losses and coverage over time, using historical and modeled data. Combining historical loss data and
simulation of future scenarios yields a global estimate of the expected uninsured losses from natural
disasters by country. Using a benchmarking approach to estimate underinsurance for a broader scope of
property risks – including fire, business interruption, and agriculture risks for 45 countries,
underinsurance is estimated by the difference in insurance penetration rates between 'best-practice'
countries and others.

1 1977 through 2016 in 2016 USD terms; Source: Swiss Re database of natural catastrophes.
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Next, we analyze the drivers of property insurance penetration with a panel data set of 53 countries and
15 years. Multi-variate panel specifications are used to test whether economic, socio-demographic, legal-
political, financial and insurance market structural variables can significantly explain variation in the
purchase of property insurance. To our knowledge, this is the first paper analyzing property insurance in a
cross-country panel analysis, which allows greater focus on the uninsured portion of climate-related
extreme events. Most previous literature has investigated the non-life insurance industry as a whole, with
premium data aggregated across all lines of insurance, including motor, liability, property, and specialty.

The paper proceeds as follows. Section 2 summarizes the relevant literature, sets out a framework for
quantifying the protection gap, and states the hypotheses to be addressed; section 3 explains the data
sources and presents the descriptive statistics; section 4 quantifies the expected gap using geo-physical
scenario models; section 5 quantifies property underinsurance by modeling the difference between
potential and actual penetration; section 6 analyzes drivers of property penetration with multi-variable
panel regression analysis; section 7 proposes a taxonomy of measures to close the protection gap, linked
to the findings of this paper; and section 8 summarizes the findings.

2. Theoretical Framework, Literature Review, and Hypotheses

2.1. Framework and literature review

This section summarizes the root causes of underinsurance identified in previous literature, including
example references, and provides an outline for the investigation of insurance penetration drivers.
Although the extensive related literature on non-life insurance demand will not be comprehensively
reviewed here, Outreville (1990 and 2011), Esho et al (2004) and Treerattanapun (2011) provide literature
surveys on the topic.

Economic reasons for not fully insuring

Risk takers (individuals, households, or firms) may choose not to fully insure their assets. There are
rational reasons for not fully insuring, given the transaction costs involved. Mossin (1968) concludes that
it is not optimal to purchase full insurance when the premium contains a loading. For many property
insurance lines, cost ratios can be up to 30% of premiums. Large corporations usually self-insure part of
their risk, backed by their globally-diversified portfolios. Similarly, individuals may prefer not to insure
high frequency / low severity losses and instead use savings or credit as substitutes for risk transfer.
Moreover, insurers use retention and co-insurance to reduce moral hazard, leading to lower sums insured.

Affordability is perhaps one of the biggest reasons for underinsurance, particularly for lower-income
households and small and medium-sized enterprises. For instance, Eling et al. (2014) and Cole et al.
(2013) find a significant price elasticity of demand for microinsurance. On the supply side, insurance
contracts cannot be scaled down efficiently for lower-income customers due to transaction costs (Beck et
al. 2008). Sustainability of insurance markets requires that insurance premiums are commensurate with
the underlying risk. Risk-adjusted premiums can also provide risk takers with price signals about their
hazard exposures and thereby encourage risk reduction and mitigation measures. Risk-based premiums
also reflect the cost of capital that insurers must hold as buffer against the risk of catastrophic losses
(Kousky and Kunreuther 2014). Risk-adjusted premiums challenge low-income individuals residing in
hazard-prone areas. Born and Klein (2016) find trade-offs between regulation that is intended to promote
affordability and the competitiveness of the market.
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Another reason for underinsurance relates to limitations in the supply of insurance for certain risks.
Insurable risks are measurable, have independent loss occurrences, manageable average and maximum
losses, premium rates that are acceptable to both insurer and insured, and adequate industry capacity.2

Insurability can be challenged by situations of ambiguity, in which insurers don't know the probability
distribution of a risk (Kunreuther et al., 1995 or Courbage and Liedke, 2003). Some catastrophes change
the insurer's perception of the underlying risk, leading to capacity shortages. However, the industry
typically overcomes such periods through the adaptation of data and modeling, leading to a subsequent
recovery in capacity. Examples are the market disruptions caused by Hurricane Andrew (1992) and
Hurricane Katrina (2005), which both were followed by significant improvements in risk modeling and
waves of new capital entering the market to increase capacity. Low barriers for capital to enter the natural
catastrophe reinsurance market facilitated the swift replenishing of capital after each market disruption. In
most years, supply side capacity has not been a constraint to catastrophe risk coverage. 3

The diversification of a market portfolio can be incomplete for risks with fat tails and dependencies,
resulting in more capital requirements and higher premiums (Kousky and Cooke, 2012).4 Extreme cases
of a non-diversification trap could lead to market failure, according to modeled results (Ibragimov and
Walden, 2007 and Ibragimov et al., 2009). The diversification of extreme event scenarios is increasingly
facilitated by the evolution of capital market instruments like cat bonds which spread risks to a much
broader base of investors.5 Scenarios that may have challenged diversification in the global reinsurance
market are better diversified in the global capital markets.

Financial development and market structure

The degree of development of the financial sector strongly affects non-life insurance penetration
(Outreville 2012, Feyen et al. 2011). Not only is the insurance industry highly interdependent with
financial markets, but also a well-functioning banking system increases consumer confidence in financial
transactions. Credit drives the financing of insurable assets and may require insurance to protect
collateral, such as when property insurance is required for mortgages.

Ease of purchase may also impact insurance buying behavior. In a recent global survey, while 50% of
consumers reported buying insurance policies based on cost, nearly 30% reported that frequency of
communication with their insurer was an important factor, while 30% cited the quality of service.6

Insurance is an abstract concept that often requires customized explanation.

The competitiveness of insurance markets can further affect product attractiveness. Browne et al. (2000)
suggest that the presence of foreign competitors, which often increases competition and product variety,
could increase insurance penetration. Market concentration, leading to lower competitiveness, could
reduce penetration.

Weak property rights, prevalent particularly in emerging economies, may limit insurance demand. Esho,
et al. (2004) show a positive relationship between the protection of property rights and insurance
purchases. Gilbert (2001) suggests that dwellings may be uninsurable without legal title or official
recognition. Treerattanapun (2011) finds that corruption and political risk may reduce insurance demand
since they are detrimental to the enforcement of insurance contracts

2 See Berliner (1985), Gollier (1997), Courbage and Liedtke (2003), and Kunreuther and Michel-Kerjan (2007).
3 See Cummins and Weiss (2016) for a discussion on the stability of US property & casualty industry capitalization over time.
4 Terrorism risks are examples for dependencies between individual risk scenarios due to their man-made character which limits
their insurability. This is a key difference to nat cat risks which are mostly independent.
5 See Cummins and Barrieu (2013).
6 Global Consumer Insurance Survey, Ernst & Young (2014).
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Risk perceptions

Behavioral research indicates that people under-estimate the risk of low-probability events such as natural
catastrophes. Kunreuther and Pauly (2003) observed that people often fail to purchase insurance against
low-probability high-loss events, even when it is offered at favorable premiums. One reason for low
awareness about low-probability risks is the lack of experience with rare events. Lazo et al. (2014) find
that personal experience is a key determinant of disaster mitigation behavior; for example, people are
more likely to evacuate from hurricanes if they have previous experience with evacuations. By definition,
much of the population has not experienced a 1-in-100 year flood or earthquake in their lifetimes, so risk
salience for such low-probability catastrophic events would be lower than for more frequent events.
Tversky and Kahneman (1973) or Kunreuther (2015) referred to this as availability bias: people judge the
likelihood of events based on salience and memorability. Furthermore, Dillon et al. (2014) show that
people may interpret "near misses" as successful risk prevention rather than as a warning of possible loss.
Baker et al. (2012) see the effects of this low perception in other risk reducing measures such as disaster
preparation.

There is evidence that experience with events changes insurance demand behavior. Cameron and Shah
(2012) find that people that have recently experienced catastrophes report higher probabilities for
catastrophic events in the following year. Gallagher (2014) observes that affected communities, as well as
surrounding communities significantly increased flood insurance take-up in the year following floods.
The effect on demand declines gradually back to pre-flood take-up levels after about nine years, on
average. Similarly, Browne and Hoyt (2000) find that flood insurance purchases are highly correlated
with flood losses in the same state in the previous year. In line with a hypothesis that businesses make
more rational purchase decisions than individuals or households, Aseervatham et al. (2013) show that
catastrophe events have no effect on commercial lines demand.

The expectation of government post-disaster assistance may reduce the demand for private insurance
(Browne and Hoyt 2000), in both developed and emerging markets. For example, one study of US
homeowners (Kousky et al. 2013) find that a USD 1 increase in average aid grants decreases average
insurance take-up by about USD 6.

Insurance perceptions

Financial literacy and consumer education about insurance are critical for supporting take-up (Cole et al.
2013, Eling et al. 2014). While insurance is an abstract product that relies heavily on trust in the
insurance company to pay potential claims, catastrophe insurance adds an additional layer of
comprehension and trust.

Homeowners may misperceive the coverage provided by their insurance policies. For example, in a
survey of a high flood risk community in the US, 35% of respondents reported having flood insurance,
but 57% of these were under the false impression that their standard homeowner's policy covered
flooding.7 There is also misperception about the availability of government post-disaster assistance. While
the majority of individuals expect some form of government post-disaster funding, the majority of federal
post-disaster assistance goes to emergency relief services and to rebuilding public infrastructure. In the
US, 11% of FEMA's Disaster Relief Fund was spent for individual assistance between 2014 and 2016,
while 74% was spent on public assistance.8

7 Old Dominion University Social Science Research Center, 2016 Life in Hampton Roads Survey;
http://www.odu.edu/content/dam/odu/col-dept/al/docs/survey/press-release-5-sea-level-rise-flooding-2016.pdf
8 Source FEMA: https://www.fema.gov/media-library/assets/documents/31789
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In emerging economies, many potential customers have never before had formal insurance. For example,
surveys by one major microinsurance intermediary, which operates in Africa, Asia, and Latin America,
shows that 77% of customers have never had insurance before. Especially in markets where there is little
previous knowledge of insurance products, personal experience can be critical in making a "first
impression" in the market. Cai et al (2008) and Cole et al (2013) suggest that lack of trust is a significant
barrier to participation in formal insurance programs.

The religious acceptance of insurance may vary across cultures. Traditional insurance is not permitted as
a means of risk management in Islamic law. Park and Lemaire (2011) and Treerattanapun (2011) find the
share of Muslims in the population reduces insurance penetration. Markets for sharia-compliant (takaful)
solutions are less developed, accounting for 0.26% of global insurance premiums in 2013. 9

2.2. A Model of the Protection Gap

The historical protection gap can be defined as the difference between total economic losses L and total
insured losses I for past extreme events. The following expression describes the total historical protection
gap:

G =∑y∑c∑j (Li,j,c,y – Ii,j,c,y)

Where protection gaps for specific events (i) can be summed across different types of extreme events j (=
earthquake, windstorm, or flood), countries c and years y. Therefore, the protection gap for any individual
historical event is the simple difference in terms Li and Ii, and we can segment the data by geography,
time, and event type to describe trends.

It follows that the modeled (or expected) protection gap can be defined as the difference between total
expected economic losses E(L) and expected insured losses E(I):

E(G) =∑c∑j ( (E(Li,j,c) – E(Ii,j,c) )

It is important to note that this model is static and the expected losses and insured/underinsured values
were calculated for one year, 2015.10

Calculation of the expected economic loss value is important because each year between 1980 and 2015
in the available historical data has been a random draw from the underlying risk distribution. For extreme
events, for example '1-in-100' year events, the historic data may not be a good representation of the
underlying risk distribution.11 Therefore E(L j,c) gives a better measure of the underlying economic loss
expectation in a particular event type (eg, earthquake, windstorm, flood) and country. E(Ij,c) is the portion
of the expected loss that is estimated to be covered by insurance in case of a loss of event type j in country
c. These assumptions are based on current information gathered on take-up rates and regulatory
frameworks for each peril in each country.

This framework will be useful as we discuss measuring and closing the protection gap. To narrow the
gap, either E(L j,c) must be reduced or E(Ij,c) must be increased. First, we provide descriptive statistics of

9 Ernst & Young, Global Takaful Insights 2014 and Swiss Re sigma 3/2014, World insurance in 2013: steering towards recovery.
10 That is, our model does not address how the underlying risk expectation changes due to long-term climate change scenario
models, economic development, or changes in the insurance penetration.  This is beyond the scope of our paper and we leave this
for future research.
11 For example, earthquake losses are under-represented in the historic data. They account for 33% of historic losses (1977-2016)
but for 51% of modeled exposures.
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the historical gap, summarizing briefly what we know about trends in climate-related events across event
type, geography, and time. Next, we model the estimated gap based on simulation of E(L j,c) and industry
data gathered on E(Ij,c).

Finally, we perform an empirical test of significant determinants of E(Ip,c), where p encompasses property
lines rather than specific event types. Although the property penetration measure would include coverage
for both 'extreme' events and 'general' property losses, it serves as the best available proxy for changes in
take-up rates over time, allowing us to illuminate what could be significant demand-side reasons for the
protection gap. In addition, in many markets, having a property policy is a necessary pre-requisite to
coverage for natural catastrophe damages.

2.3. Variables and Hypotheses

Previous studies conclude that economic development is the most important factor affecting insurance
purchasing decisions. One reason is that increased income allows for higher total consumption. Another
reason is that economic development tends to increase asset values, creating greater demand for insurance
to safeguard those assets. Previous literature has focused on GDP per capita, but we observe that
consumption per capita is correlated to insurance demand. The intuition behind this is that consumption
per capita is a more direct measure of spending habits. We expect consumption per capita to have a
strong, positive impact on property insurance demand.

We hypothesize that high exposure to natural catastrophes increases the perception of risk and therefore
raises demand for property insurance products. This effect is expected to be stronger for more recent
events due to the availability bias described above. On the other hand, many low-income economies have
high exposures to natural catastrophes, which could lead to a negative relationship between nat cat
exposure and property insurance demand if risk perception is outweighed by the income constraint.

Urbanization: As countries transition from agricultural to industrialized societies, the city becomes the
center of economic development, changing traditional values and risk perceptions. Families become
smaller, economic security in the form of informal agreements within a family or village no longer exists,
so additional sources of financial security are needed. Insurance is an efficient tool to provide this
security. The concentration of potential customers in a city facilitates the marketing and distribution of
insurance. Property rights also tend to be better defined in urban areas, with more competitive markets
creating higher turnover and more professional property management. Prior studies found weak (Esho et
al. 2004, Park and Lemaire, 2011) or inconclusive (Browne et al. 2000a; Treerattanapun, 2011) results for
this variable. The tested hypotheses were different though, assuming urbanization to be a proxy for loss
probability.

Mortgage penetration, as well as access to the formal financial sector and domestic credit to the private
sector, are expected to be positively correlated with property insurance penetration. Insurance
requirements by mortgage lenders are a major cause for buying property coverage among private
households. A higher developed mortgage market allows households to invest more in their homes,
raising values that are at risk. At the same time, insurance protection of the collateral facilitates mortgage
lending, since lenders would otherwise carry the risk of natural catastrophes on top of the credit risk.

Ehrlich & Becker (1972) find that savings can function as a substitute to insurance in dealing with the
economic consequences of disasters. When households are saving more, they have more financial
resources available to cover for losses, which means they may need less insurance. At the same time,
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paying insurance premiums and adding to savings are competing uses of income. Savings is expected to
have a negative coefficient.

Access to technology. Internet access provides both increased transparency and information in markets,
which could not only increase consumer awareness about the need for insurance but also increase
availability of product and pricing information. Digital and mobile distribution can leapfrog access to
insurance in countries where no traditional distribution system has developed yet. Metrics for internet
access and mobile access are expected to be positive drivers of property insurance.

Islamic Law: Since traditional insurance is not permitted as a means of risk management in Islamic law,
the time-invariant variable is expected to be negatively correlated with insurance market penetration.

Since insurance involves the legal transfer of risk, the value of the contract is dependent upon legal rules
and the enforceability of property rights through the judiciary. Similarly, we expect metrics for
corruption and political risk to be negative factors for property insurance demand.

3. Data and Descriptive Statistics

3.1. Data Sources

Historical data on disaster losses and insured losses are taken from the Swiss Re database of natural and
man-made disasters. This database has been created and updated each year since 1973 based on claims
reports, data from contemporary news sources, and other catastrophe databases such as PCS and EM-
DAT. A property event is classified as a catastrophe and included in the sigma database when insured
claims exceed USD 48.8 million or total (economic) losses exceed USD 97.7 million. These threshold
values are adjusted every year for US consumer price inflation. Further description of the database can be
found in the annual sigma report on natural and man-made disasters 12

Inputs to the catastrophe simulation are GDP by country (or GDP by province for countries where
provincial data is available), insurance take-up rate by country and peril, and risk exposure and property
concentration by locality. Insurance take-up rate by country and peril are our best approximations given
knowledge of each country's insurance markets and regulatory frameworks. Property concentration and
risk exposure by locality are based on data collected on insured asset portfolios and natural science-based
risk factors, which are proprietary data to Swiss Re.

Data on property insurance penetration (Property direct premiums as % of GDP) and the market share of
the top 10 non-life insurers come from Swiss Re13. Real GDP growth is taken from Oxford Economics.
Consumption per capita (in 2010 real dollars), gross domestic savings (% of GDP), domestic credit to
private sector (% of GDP), the percentage of urban population, the share of the industrial sector (% of
GDP), the penetration of mobile cellular subscriptions (per 100 people), the penetration of internet users
(per 100 people) are taken from the World Bank's World Development Indicators.14 Average historic
economic damages from nat cat (% of GDP) are taken from the World Bank's 2014 World Development
Report.

12 Swiss Re (2016).
13 See annual Swiss Re sigma report on World Insurance.
14 http://data.worldbank.org/
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Indices for the prevalence of foreign ownership, the quality of education, property rights, political risk
index, are from World Economic Forum (2015). The percentage of adults with loans for home purchase
and the share of adults with an account at a formal financial institution comes from the World Bank/IMF
Financial Access survey, available in World Bank (2015). The freedom from corruption index (in which a
higher score indicates lower corruption) is from the Heritage Foundation.15 The share of Muslim
population by country is taken from Wikipedia.16 As a proxy for property insurance prices, we used Guy
Carpenter's regional cat price indices, retrieved via Bloomberg.

3.2. Trends in the historic cat loss data

Based on historical data, our calculations indicate that there is a substantial natural catastrophe protection
gap worldwide. Swiss Re's sigma data show economic losses from natural disaster events averaged USD
171 billion each year in the last decade (2007-2016), with 72% of that uninsured.17 Earthquakes, floods
and windstorms are the costliest perils, particularly in areas of high population and property value
concentrations.

The relative importance of the three major natural world perils – storms, floods and earthquakes – in the
natural catastrophe protection gap has been stable over time. Individual events generate considerable
variation in uninsured losses but from 1990 through 2016, the average uninsured portions have been
around 53% for windstorms and 85% for floods and 92% for earthquakes.18 The share of uninsured
property losses as a result of natural catastrophes varies by region. Typically, the gap is smaller in the
mature (60%) than in emerging markets, where an average 95% of economic losses are uninsured.

Figure 1: Global uninsured natural catastrophe losses as a percent of GDP (10-year averages), 1990- 2016

In relation to economic activity measured by GDP, uninsured losses are growing and we see a shift of
exposures moving to emerging economies, which are less resilient in coping with the economic

15 http://www.heritage.org/index/explore
16 https://en.wikipedia.org/wiki/Islam_by_country
17 Swiss Re (2015).
18 Source for these data is Swiss Re's global cat loss database. This view allocates all losses of one catastrophe to the dominant
peril since the miscellaneous data sources do not allow a split-out. For example, flood losses from Hurricane Katrina are
allocated to the wind category.
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disruptions caused by large catastrophes. Figure 1 shows the10-year average of uninsured natural
catastrophe losses as a percent of global GDP since 1990. Globally, uninsured losses from natural
catastrophes have increased from 0.09% of GDP in 1990 to about 0.17% of GDP in 2016.

Emerging economies have consistently larger protection gaps (as a % of GDP) compared to mature
economies. Their stronger economic growth and higher share of uninsured losses is the cause for the
global protection gap to grow faster than GDP. Compound annual average growth of uninsured losses
(10-year averages) in nominal USD terms was 9.1% globally, 9.4% for emerging economies and 8.8% for
mature economies. If we proxy exposure growth with nominal GDP growth and assume constant loss
frequencies, economic development alone explains 7.4% annual growth in uninsured losses between 1990
and 2015 compared to 5.5% for insured losses globally due to the stronger growth of emerging economies
with the larger average protection gap.

The data for emerging markets is strongly influenced by several large earthquakes in the 1970s and 1980s
which elevate the base (10-year averages) and lower long-term growth rates. We separated out the trend
for the climate-related perils of wind, flood, drought etc. Compound annual average growth of weather-
related uninsured losses (10-year averages) in nominal USD terms was 11.3% for emerging economies
and 7.2% for mature economies. This compares to average nominal GDP growth of 10.3% and 5.2%
respectively.

Figure 2: Global uninsured weather-related natural catastrophe losses as a percent of GDP (10-year
averages), 1990- 2016

Weather-related uninsured losses are growing at one (emerging) to two points (mature) faster that GDP.
The contribution of economic development to the long-term loss (insured and uninsured) would be even
higher if we assume that exposure growth has a GDP elasticity larger than one. We present below robust
empirical evidence from cross-section data analysis – which is insulated from any trends in frequency and
severity - for a GDP elasticity of premium volumes of larger than one, especially for emerging
economies. Assuming that premiums follow losses and exposures in the long run, we deduct that
exposures also grow faster than GDP. We thus conclude that most of the growth in uninsured cat losses
can be attributed to economic development and the shifting patterns of growth to less insured high-growth
economies.
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4. Modeling the Expected Gap from geo-physical scenarios

4.1. Methodology

Using a Monte Carlo simulation tool, we estimate expected losses for a sample of 30 countries. The tool
contains information on assets and risks by location. Monte Carlo type models generate global hazard
maps for windstorm, earthquake and flood. Geophysical scenarios are represented with probability
distributions at the sub-national (typically province or zip code) level. Next, a vulnerability module relates
the expected damage of various insured objects to the intensity of the modelled events. Then, data on the
value of insured objects is added to yield the expected economic loss potential. This is similar to the
model that would be used by a property underwriter but instead of an insured client's portfolio, our model
inputs total estimated value at risk. Finally, information about insurance market conditions is combined
with the expected economic loss to estimate what proportion of the loss is insured.

4.2. Results

Figure 3 shows the results of the simulation of expected protection gap calculations. Three countries (the
US, Japan, China) have the largest uninsured nat cat risk in absolute USD-terms. These are the three
largest economies in the world, with large property values exposed, in combination with peak natural risk
exposures including tropical storm, earthquake, and flood.

Figure 3: Expected insured and uninsured losses from natural catastrophes, in USD billion

Natural catastrophes also pose significant risks to smaller economies in relation to GDP. For instance, as a
percentage of GDP, Taiwan, Turkey and Chile stand to lose the most from earthquake risk, while Taiwan,
the Philippines, Hong Kong, and Mexico would lose most from windstorm risk. Figure 4 shows the
combined scenarios for the perils of windstorm, earthquake and flood for the ten most exposed countries
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of the sample (see table 4 for model output by country in appendix). Emerging economies are more
vulnerable to suffer from the disruptions caused by uninsured catastrophes.

Figure 4: Expected uninsured losses from natural catastrophes as a % of GDP

To complete the probabilistic assessment of the global natural catastrophe property protection gap, the
uninsured loss potential for countries not in the sample needs to be estimated. We extrapolate the results
to missing countries in proportion to GDP. The resulting estimate of global expected uninsured annual cat
losses is USD 153 billion.

This estimate has shortcomings. On one hand, it overestimates the protection gap since the modelled total
economic losses include some public infrastructure and commercial property where partial self-insurance
may be preferred. However, the vast majority of the modelled gap would not fall in the category of
optimal self-insurance and can therefore be considered underinsured. On the other hand, it underestimates
the protection gap since perils like hail, drought, tornadoes, mudslides and volcanoes are not included in
the probabilistic models, suggesting that the gap could be larger.

5. Measuring the Gap from Optimal Insurance Penetration

5.1. Methodology

Our next step in measuring underinsurance focuses on identifying the gap between the amount of
insurance purchased and the optimal level. Insurance penetration (direct premiums as a percentage of
GDP) is used as a metric for insurance demand.19 On average, countries with higher incomes are more
able to afford insurance and have accumulated more assets to be protected. Economic development is
measured by consumption per capita (CPC).20

19 It has been standard in the literature to use insurance penetration as an indicator of insurance demand; for example Outreville
(2011), Park and Lemaire (2011), and Treerattanapun (2011).
20 Our analysis shows that the relationship between economic development and insurance penetration is more significant if
development is measured by consumption rather than GDP per capita.
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pc = f(CPCc)

Insurance penetration (p) rises with CPC, but different levels of CPC are accompanied by different CPC-
elasticities of penetration. The development of insurance is slower in the first stages of economic
development, then grows more than proportionally (i.e. elasticities larger than one) for middle-income
countries and ultimately slows down again for higher-income countries. These are properties of the
classic "S-curve" model that has been used in previous analyses of insurance data.21

p̂ = 1 / (c1 + c2 * c3
CPC)

In the case of c3 < 1, penetration increases with real GDP per capita and the minimum and maximum
penetration are:

Minimum penetration = 1/ (c1 + c2)

Maximum penetration = 1 / c1

Using a logistic model, we estimated a "best-practice benchmark" (p*) for insurance penetration for a
cross-section sample of 45 countries. The modelled curve represents the average relationship between
economic development and penetration, but the better-insured countries set the benchmark (p* > p̂). Since
there is more variation in penetration rates for emerging economies, countries are grouped into three
categories: low, medium and high consumption per capita.22 As a proxy for the best-practice benchmark,
we used the difference of the top quartile to the median within each of the three consumption ranges to lift
the modeled curve to a higher level. Due to the poor fit of the curve for the poorest countries (all actual
values are below the curve), the uplift of the best practice curve begins at zero and is gradually phased in
for the low-income group of countries.

5.2. Results

Summing up the shortfalls for all the countries below the elevated benchmark curve yields an estimated
general property risk underinsurance of USD 74 billion for the 45 countries in the sample. See table 4 in
the appendix for the results of p̂ and p* by country.

Global underinsurance = ∑c ((pc – p*c) GDPc)

After extrapolating for missing countries, the global estimate amounts to USD 85 billion.23 Middle-
income economies are most underinsured in relation to GDP. This group includes many high-growth
markets where a rapidly growing middle class has accumulated substantial wealth over the last 10 to 20
years. Yet insurance buying patterns in these countries still lag, suggesting that risk perceptions, buying
behavior, and other hurdles, such as barriers to entry and inefficient market structures, still need to be
overcome.

21 See for example Enz (2000), Zheng et al (2009) and Swiss Re (2015). For an application of the concept on city level see
McKinsey (2014).
22 The groups are defined for 2014 CPC < 10'000 USD; 10'000 to 25'000 USD, and CSP > 25'000 USD. See table 4 in the
appendix.
23 We applied the average protection gap for each of the three income groups to multiply with the missing GDP for the countries
not in groups.
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Figure 5: Logistic model: Property insurance penetration vs. consumption per capita by country, 2014

There are limitations to the application of a logistic function.24 The symmetrical design implies that low-
income countries are as slow in advancing from low penetration at the earliest stages of development as
high income countries are decelerating when reaching maturity. Empirical evidence in our sample
indicates a poorer fit of the logistic model for low-income countries compared to high-income countries.
On the other hand, linear models to the income-insurance relationship face theoretical shortcomings, since
greater-than-one elasticities lead to unreasonably high values of the penetration rate. Non-linear
functional forms can be used to put an upper bound on the elasticity. However, the empirical evidence for
saturation of the property insurance penetration is weak. A linear or double-log model may therefore be
appropriate for modelling drivers of insurance. As a robustness check, we performed the benchmark
analysis with a double log model, which produced almost identical quantitative results.

Log(p̂) = c1 + c2 * log(CPC)

24 See for example Millo (2016a and 2016b).
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Figure 6: Log-log model: Property insurance penetration vs. consumption per capita by country, 2014

6. Modeling Drivers of the Demand for Property Insurance

6.1. Methodology

To investigate trends in insurance buying behavior, we estimate several multivariate specifications.
Property insurance penetration pc,y (property premiums as a percent of GDP) is the dependent variable,
where normalizing by GDP allows for time-series and cross-section comparisons, controlling for inflation
and exchange rate fluctuations. Economic development is measured by consumption per capita (CPC).
Other explanatory variables measure economic, socio-demographic, legal and cultural factors. Some of
these variables are time series (θ) and some are time-invariant (φ).

pc,y = f(CPCcy, θcy , φc);

The unbalanced panel data set covers annual data from 2000 through 2015 for 51 countries, which
account for about 90% of the world's GDP. We use several model specifications to assess the robustness
of variables given the potential multi-collinearity between indicators of economic development. Model 1
has a log-log specification with the complete set of independent variables, model 2 is reduced to
significant variables, model 3 is log-linear with all independent variables and model 4 is a random effects
model with all variables. Model 5 reports the results of specifications in which the variable of interest and
CPC are the only two explanatory variables.

6.2. Results

Table 1 compares the results. Significant economic variables include consumption per capita, GDP
growth in the prior decade, and savings. Prior economic growth has a negative impact on penetration,
supporting the hypothesis that the development of supply and demand for insurance is lagging behind the
creation of wealth and income in many fast-growing emerging economies. In line with previous studies,
our results show that savings and insurance act as substitutes. Urbanization and the share of the industrial
sector positively impact insurance penetration.
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Modeled cat exposures were less significant than the recent history of actual losses. Average cat losses
from the more recent period (hazard, 2003-2013) were strongly significant, while average losses from the
previous period (hazard2, 1993-2003) were less significant. This could support the hypothesis of
availability bias that people tend to assess disaster risks by focusing on more recent experience.

Mortgage penetration significantly increases insurance penetration. On the other hand, domestic credit to
the private sector as a share of GDP, a more general measure is weak, likely due to strong correlation
with mortgage penetration. Other significant financial development and structure variables were the
percentage of adult population with an account at a formal financial institution, the prevalence of foreign
ownership, and market share of top 10 insurers. The first captures financial market access and therefore
supports insurance buying behavior. The second variable is a proxy for product diversity, also increasing
penetration. Market share measures concentration and shows weak evidence for a negative impact on
penetration.

For variables relating to digital distribution: Internet access is weakly positive, while mobile phone access
has a negative sign. Interestingly, this negative correlation is driven by the wide dispersion in the number
of mobile subscriptions per capita, which can be explained by the common practice of using multiple SIM
cards in many low-income countries. Furthermore, access to mobile technology does not measure the
availability of mobile insurance products and therefore reflects that product design and market regulation
have not yet caught up to technological penetration.

The share of Muslim population is negatively correlated with insurance penetration. However, in model
specifications combination with other variables, we found the evidence to be inconclusive. Similarly,
results on metrics for property rights, corruption and political risk were found inconclusive in multi-
variable specifications.

An insurance price index was added to control for the impact of the underwriting cycle on premium
volumes and hence on penetration rates. This variable is not significant in changes or levels. Other
variables that were tested without significant results included quality of education and population density.

Table 1: Model results, summary of coefficients and p-values

CPC$ 0.388 *** 0.195 ** 0.001 *** -0.033 - positive *** 0.772 ***
YRGR10 -3.689 *** -6.936 *** -0.006 - -0.392 - -5.846 - -0.482 ***
HAZARD 0.143 *** 0.026 *** 0.099 *** 0.136 *** 0.073 *** -0.053 -
HAZARD2 0.024 *** 0.006 - 0.026 - 0.061 *** -0.385 *** [1]
CAT -0.231 *** [1] -0.265 *** [1] -0.180 ** [1] 0.005 - -0.290 *** [1]
URBAN 0.147 - -0.004 *** [1] 0.797 *** -0.524 *** [1] 0.353 ***
INDUSTRY -0.080 - 2.607 *** 0.007 *** 0.102 - -0.028 - -0.376 *** [1]
SAVINGS -0.287 *** -0.646 *** -0.011 *** -0.203 *** -0.510 *** -0.192 ***
CREDIT -0.098 *** [1] 0.000 * 0.106 *** 0.098 ** 0.459 ***
MORTGAGE 1.497 *** 1.651 *** 0.012 *** 0.078 - 1.800 *** 0.801 ***
ACCESS 0.591 *** 0.291 ** 0.000 - 0.423 * 0.880 *** 0.646 ***
FOREIGN 0.363 *** 0.277 *** 0.001 *** 0.320 ** 0.248 *** 0.437 ***
DRATE 0.106 - 0.000 - -0.030 - 0.140 - -0.037 -
MSHARE 0.002 - -0.279 *** -0.002 *** -0.193 - 0.224 *** [1] -0.122 ***
EDU -0.003 - -0.001 *** [1] -0.188 - -0.190 *** [1] 0.399 ***
MOBILE -0.061 - 0.000 ** [1] -0.112 *** [1] -0.119 *** [1] 0.187 ***
INTERNET -0.044 - 0.000 ** 0.021 *** 0.001 - 0.523 ***
ISLAM 0.004 *** [1] 0.000 *** [1] 0.111 *** [1] -0.044 *** -0.209 ***
CORRUPTION 0.003 - 0.000 *** 0.017 * 0.003 - 0.674 ***
PRIGHTS -0.105 ** [1] 0.000 - -0.330 * [1] -0.049 ** [1] 0.516 ***
PRISK -0.133 *** [1] -0.001 *** [1] 0.016 - 0.077 *** 0.679 ***

*** significant at 99%
** significant at 95%
* significant at 90%
- not significant
[1] opposite sign of coefficient compared to hypothesis

all variables

model 4
random effects

all variables

model 1
panel

model 2
panel

log

all variables

log

robust variables

linear log

model 3
panel

log, 2 dependent

model 5
panel

variables incl cpc$

pairwise
correlation

linear
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7. Dealing with underinsurance

Narrowing the protection gap requires either reducing expected losses E(L) or increasing the insured
portion E(I). This section outlines a set of measures aimed at either approach, first providing a taxonomy
of underinsurance categories and then reviewing specific proposals for narrowing the gap.

7.1. Taxonomy of Underinsurance

We distinguish four types of underinsurance: entirely uninsured, insured but with certain perils not
covered, insured but with restrictions, and insured but at too low a valuation.

Entirely uninsured

Some households or businesses do not buy insurance, because they either do not think about it or believe
that the cost of insurance outweighs the benefit. This group holds the majority of uninsured risk in many
emerging markets. Tailored concepts are required to convince buyers in this group to purchase property
insurance. Natural catastrophe cover – in particular on a standalone basis – is likely not the most effective
product offering to promote coverage, because disaster events may be very remote in the uninsured
individual's perception. Risks that rank higher with uninsured consumers, for instance agriculture, motor
or health insurance, could be good entry points to introduce insurance buying behavior. Indeed,
mandatory motor liability cover has been the gateway to developing a broad-based personal lines
insurance sector in many emerging countries.

Insured, but certain perils are not covered

In this group, insureds typically have a fire policy, but coverage excludes certain perils such as floods and
earthquakes. This category is fundamentally different from the previous category in that the general
concept of insurance is understood. Policyholders may be unaware that certain perils are not covered, they
may not see sufficient benefit in natural catastrophe coverage, or coverage may not be available due to
limited insurability. The world’s top two uninsured perils, Japan and California earthquakes, are
prominent examples. Other prominent examples include floods in the Netherlands and Canada, and
earthquakes and floods in Italy.

Insured, but policy terms are restrictive

In this case, the insured holds a policy, which covers natural catastrophes, but the cover is restrictive,
perhaps due to limited insurability. Examples are secondary effects of a natural disaster event, such as
business interruption, contingent business interruption or loss of income. Normally, more comprehensive
coverage is either unavailable or is deemed to be unaffordable for many. Two top protection gaps provide
prominent examples: California Earthquake Authority (CEA) and Japanese Earthquake Response
program offer policies that leave homeowners to cover a large portion of the expected losses out of
pocket.

Insured, but undervalued

In this case, the perils are covered and the policy terms are in line with a desired level of coverage, but the
valuation is too low. There is a variety of reasons for undervaluation in both commercial and residential
property, including lack of awareness or outdated assessments.
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7.2. Actions to Narrow the Protection Gap

Mitigation, building standards and zoning

In line with our framework, reducing expected losses is one side to closing the gap. Governments,
households and firms, and the insurance industry all play an important role in establishing and enforcing
risk reduction standards. For example in mature markets such as the US, Japan, Canada and Australia,
building codes have reduced risks and improved insurability. Deryugina (2013) found that stricter
building codes reduce the amount of money spent by the federal government following a hurricane. Such
effective building codes may require elevating buildings in flood risk zones or bracing home frames to
foundations and securing gas-fueled appliances in earthquake risk areas.25 Dunn et al (2009) show that
homeowners can capitalize some of these safety benefits in high-risk areas through increased values of
their homes. Governments can also discourage development of high-risk areas through zoning, or provide
incentives to relocate from high-risk areas after a disaster.

Insurers can play an important role in encouraging investment in mitigation. Mitigation is a necessary
condition for some risks to become insurable. Actuarial and underwriting expertise can help measure the
relative costs and benefits of mitigation decisions. Premium rates can provide ex ante incentives for better
risk management and prevention investments in physical structures. However, homeowners may be
reluctant to make investments due to uncertainty about their ability to capture the benefits of lower
premiums in the future. Long-term contract features relating to premium discounts could strengthen the
economic incentives to invest in safety features. Long-term contracts can also be tied to the property
instead of annually renewable policies tied to the individual homeowner.26 Creating industry standards on
premium discounts would enable homeowners to capture the pay-back via lower premiums even after
changing insurance carriers.

Homeowners and developers may under-invest in mitigation due to the limited ability to recover the costs
in the value of their homes. This is consistent with evidence that housing markets fail to capitalize flood
risks into prices of properties.27 Safety information is usually not a standard feature in the process of
buying and selling a home. Transparency about safety investments could be increased by including this
information in data collected and analyzed by realtors, appraisers, and mortgage banks. Providing the real
estate market with the necessary critical amount of data is a public good that may require a regulatory
nudge by making data collection on safety features and retrofitting mandatory.

Product design

Coverage may be provided as an opt-out, where property owners in high-risk areas are required to carry
insurance unless they specifically decline it. Such framing techniques have been successful elsewhere, for
example for enrollment into employer sponsored retirement plans.28 The applicability for property
insurance remains to be tested.29

A related concept is product bundling, which can reduce distribution and underwriting costs and also
reduce the decision making efforts if the cat cover is added to a larger purchase. To reach farmers in rural
or remote regions in the emerging markets, insurers are exploring bundling agricultural insurance
products, either as an add-on to existing products and services or through already-existing distribution

25 For a review of cost-benefit analyses on disaster mitigation measures see Shrevea and Kelmanb (2014).
26 Jaffee et al (2010), Kunreuther and Michel-Kerjan, (2010), Kleindorfer et al. (2012).
27 Bin and Landry (2013).
28 Thaler and Sunstein (2008).
29 Kunreuther (2015), and Kunreuther and Lyster (2016).
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networks. Agricultural insurance can be bundled with, for example, credit products (through banks or
microfinance institutions) or input suppliers (via fertilizer stores or seed distributors).

Another area of opportunity for product bundling are mortgage products. Some mortgage banks require
their customers to pay home insurance and property taxes through an escrow system alongside the
mortgage payments. This reduces transaction costs and subsumes the insurance purchase/renewal process
under the larger cost of housing decision.

Inertia and the unwillingness to deal with negative events can cause insured values to lag behind actual
exposures. This suggests opportunities for product design with index features, especially in high-inflation
environments.

There is also ample room for innovation in policy wording. Simple language, while maintaining product
integrity, is an important way for insurers to reach more customers, especially in countries with multiple
languages. It can help build awareness by making the concept of insurance more understandable, which is
in itself is an important step to building trust in the insurance industry.

Mobile distribution models

Our analysis points to a lag in the development of insurance penetration for fast growing (emerging)
economies. Digital and mobile distribution can leapfrog access to insurance in countries where no
traditional distribution system has developed yet.30 Mobile microinsurance has been sold through
partnerships with companies in other sectors that already have close contact with potential customers,
such as mobile network operators, pharmacies or agricultural input companies. Three key criteria for
successful distribution partnerships are good brand reputation, the capacity to collect payments, and
frequent customer interactions that allow collection of small premium amounts.

In Sub-Saharan Africa, the most prominent partnerships have been between mobile operators and
insurers, facilitated by third-party technology service providers (TSPs). The insurers provide the licenses
and capital required, and the TSPs offer the technical infrastructure, product design and underwriting
customized to the new market. In some cases, the TSPs provide a full agent network also. Mobile network
operators provide a trusted brand and customer interface for communications.

Microinsurance

Microinsurance can provide low-income, vulnerable households with affordable insurance products, by
using product design, distribution and claims management processes that are significantly different from
traditional insurance. By providing small amounts of coverage and premiums per person, and using
culturally-specific product designs, microinsurance can be both affordable for low-income populations
and financially sustainable for providers. Distribution is often done through existing networks, sometimes
bundling the insurance cover with other financial or non-financial products. To keep costs affordable,
microinsurance products require an efficient claims handling system, and in many microinsurance
business models, there is some form of community involvement in the claims process to reduce risk-
taking, improve verification, and build consumer trust. Trust in the insurance provider is a key
determinant of insurance demand.31 Lack of product understanding is an important impediment to
purchasing insurance.32 For property risks, many microinsurance programs have used weather index-

30 See Cole (2015).
31 See Cole et al (2013) regarding rainfall insurance in India.
32 See Giné et al. (2008).
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based insurance products to cover crop damages.33 By paying claims according to local weather
parameters rather than individual damages, index products reduce the costs of underwriting and claims
processing. Despite the problematic basis risk inherent in index-based products34, there is scope to expand
microinsurance to other property types.

Developing the takaful sector

In Muslim-majority countries, underinsurance can be reduced by improving access to sharia-compliant
insurance (takaful). Takaful products can help to overcome objections against insurance which are rooted
in sharia, or Islamic, law. A thriving takaful industry requires some key factors. First, a comprehensive
and consistent regulatory framework can help form a level playing field, without an overburden of
corporate governance and compliance costs. Second, prescribing one standard model for takaful can help.
Also, strict monitoring and enforcement of rules is vital to ensure policyholder protection and trust in the
takaful industry. Finally, takaful is dependent on the availability of sharia-compliant assets. While equity
and real estate investments are generally available, the market for sukuks (sharia-compliant bonds) must
be developed so that takaful companies can match liabilities with assets. Malaysia, with its well-
developed regulatory framework, proactive regulator and deep Islamic financial market, is one of the
most advanced takaful markets.

Mandatory insurance programs

Governments can help further expand the availability of risk transfer solutions to individuals and
corporations by introducing compulsory insurance schemes to create a sufficiently large risk community.
Compulsory insurance is used in virtually all countries, albeit mostly as part of social security schemes
related to health, old age and unemployment, or as compulsory liability insurance (eg, motor liability
insurance). However, mandatory insurance schemes are rare for property cat perils.

Though the mandatory schemes differ in terms of coverage and institutional set-up, almost all are attached
to standard fire policies for buildings. However, with the exception of Switzerland and Iceland, fire
policies themselves are not mandatory. Mandatory catastrophe insurance schemes that are not linked to
fire polices typically do not achieve broad coverage due to the difficulty of enforcement. For example in
Turkey, residential buildings within municipal boundaries must have earthquake coverage through a
private insurance company on behalf of the state-owned Turkish Catastrophe Insurance Pool (TCIP).35

Initial take-up rates were low as compliance was not strongly enforced. With a new catastrophe law
enacted in 2012, however, take-up improved considerably as homeowners now need earthquake coverage
to sign up for electricity or water services, obtain a mortgage, or receive rebuilding aid from the
government if their homes are damaged in an earthquake.

In markets such as India and the Philippines, crop insurance is compulsory for farmers seeking credit
from banks or financial institutions. The same applies in Brazil for loans from state-owned banks.
Compulsory loan-linked agricultural insurance has multiple benefits. It can provide collateral to farmers
seeking credit, increase risk awareness, mitigate adverse selection through wider participation, and reduce
distribution and transaction costs.

The main advantage of mandatory schemes is that they form the widest possible risk community and
eliminate adverse selection. Premiums are often made affordable by standardizing premiums rates across
risk types, allowing the cross-subsidization of higher-risk policyholders with the premiums paid by lower-

33 For example see Barnett et al. (2008).
34 See Clarke (2016).
35 World Bank (2011).
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risk policyholders. Risk bundling of various types of natural perils can help to improve societal
acceptance of such schemes by pooling risks more broadly, though combining risks may be more difficult
when there is a high risk disparity among regions. Finally, in cases where affordability remains the key
constraint, voucher or subsidy programs may be considered to further boost penetration.36

Government-backed insurance for risks that are not fully insurable

In many countries, governments also act as insurers or reinsurers for certain risks in order to supplement
private schemes. Government backstop programs can facilitate a limited private-sector insurance solution
where risk assessment is particularly challenging, and where the magnitude of a potential loss exceeds
private sector capacity. Terrorism, for example, remains an uninsurable risk for catastrophic scenarios:
First, there is inherent ambiguity about the probability distribution of the risk since acts of terrorism are
human acts without a regular historical pattern. In fact, terrorists often deliberately choose circumstances
to reduce predictability. Second, acts of terrorism are not independent. In contrast, for most weather-
related and other natural catastrophe risks, the private sector has the data and expertise to allow robust
modeling, enabling insurance coverage. When the private market can ultimately provide efficient
coverage, public sector involvement should focus on facilitating the availability and affordability of
insurance schemes, as well as setting standards for risk reduction and mitigation. .37

There are other public sector-funded insurance programs that target increasing consumer affordability and
access rather than market efficiency. Examples include the US National Flood Insurance, the California
Earthquake Authority, or state-based windstorm pools such as Citizens fund in Florida. These programs
have largely come about due as market-correcting responses to specific catastrophe loss events38 but are
not necessarily optimal long-term solutions for sustainable risk transfer. Since the National Flood
Insurance Program gone into debt, the US government has sought to incorporate more private insurance
and reinsurance markets.39

Public-sector insurance programs

Many government and public sector entities are increasingly utilizing new forms of risk transfer. The
costs of natural disasters, extreme weather events, climate change and other risks present a growing
burden on government budgets in emerging economies. A study by the Bank of International Settlements
on the macroeconomic impact of natural catastrophe events concluded that countries with higher
insurance penetration had lower indirect costs and a faster economic recovery than less-insured
countries.40

By taking some of the contingent costs of natural catastrophe damage off government balance-sheets and
into the capital markets, governments – particularly those in emerging markets that may be more severely
affected by catastrophic financial losses – can reduce fiscal vulnerability to disasters. Some examples
include a sovereign catastrophe bond issued by Mexico with the assistance of the World Bank in 2009;
the Caribbean Catastrophe Risk Insurance Facility (CCRIF) that was set up as a donor-backed multi-
country disaster-relief fund into which governments pay premiums, as well as the similar Pacific

36 See for example Kousky and Kunreuther (2014) and Kunreuther (2015).
37 See Cummins (2006).
38 See Jaffee and Russell (1997) for description of the case of market disruption after the Northridge Earthquake in 1994.
39 See for example Michel-Kerjan et al. (2015)
40 Von Peter et al. (2012).
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Catastrophe Risk Insurance Pilot is a natural catastrophe program for several Pacific Island countries and
the African Risk Capacity (ARC) that insures the five participating nations against drought risk, using a
modelled loss index based on satellite rainfall data.

8. Conclusions

Underinsurance of property risks is a global challenge. Much of the protection gap is due to uninsured
natural catastrophe risk, which has steadily risen over recent decades (9.1% CAGR in nominal USD from
1990 to 2015). Weather-related uninsured losses grew at the same pace globally and one (emerging
economies) to two points (mature economies) faster that GDP. We conclude that most of the historic
growth of weather-related economic and insured losses can be attributed to economic development and
the shift of growth to less-insured lower-income economies. Given the volatility of cat loss data, we
cannot attribute increased losses specifically to climate change. This does not imply that climate-related
factors are not relevant to model expected losses but rather that historic losses are only an imperfect
sample of expected losses.

Historical data do not capture all major catastrophe scenarios. Modelling potential future events yields a
global estimate of USD 153 billion expected uninsured losses from natural disasters. Underinsurance is
not unique to low- and middle-income countries; it is also an issue for high-income countries. In absolute
terms, the US, Japan and China account for most of the global protection gap (USD 81 billion). Expected
losses in emerging economies are not as high in absolute USD terms, but can be significantly higher in
relation to their economic resources.

Underinsurance falls into several categories: completely uninsured, insured for certain perils, insured with
restrictive policy terms (deductibles/exclusions), and insured with asset undervaluation. Certain risks such
as some peak natural catastrophes, terrorism, cyber or contingent business interruption, can challenge the
bounds of insurability. For individuals, factors like perception of risk, insurance knowledge, affordability,
reliance on government post-disaster relief, trust in insurers and ease of doing business can hinder
adequate coverage.

We analyzed a range of economic, financial, geographic, and social variables to identify significant
determinants of property insurance penetration. First, increased economic development drives insurance
penetration, both by increasing income, which allows for greater spending on insurance, and by
increasing the stock of assets at risk. The speed of development matters. Countries that went through
rapid growth during the prior decade lag behind in protection compared to countries that reached
comparable levels of income and consumption at a slower pace. Beyond economic development, property
insurance penetration is driven by financial sector development, access to the formal financial sector,
specifically mortgage penetration, openness to foreign competition and low market concentration.

Closing the gap will require specific measures by insurers and governments to change buying behavior
and market structures. Insurers can better design customized products for the most underinsured groups,
such as urban dwellers in emerging Asian countries or Islamic markets using takaful, and target
distribution to key channels such as mortgage markets. Governments play an important role in setting
standards for risk mitigation, building standards and zoning. Some governments have even established
government-backed insurance programs or multi-country insurance funds. They can further extend the
reach of risk transfer solutions by introducing compulsory insurance schemes to create a sufficiently large
risk community or by using insurance principles to prepare disaster recovery plans for the most
economically vulnerable populations.
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Table 2: Descriptive statistics of variables
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Table 3: List of countries in the samples

cat scenarios benchmarking income panel models
protection gap underinsurance group drivers of penetration

Argentina + L +
Australia + + H +
Austria + + H +
Belgium + + H +
Brazil + + L +
Brunei +
Canada + + H +
Chile + + M +
China + + L +
Colombia + + L +
Czech Republic + + M +
Denmark + + H +
Ecuador +
Finland + H +
France + + H +
Germany + + H +
Greece +
Hong Kong + + M +
Hungary + L +
India + + L +
Indonesia + + L +
Ireland + H +
Israel + + M +
Italy + + M +
Japan + + M +
Malaysia + L +
Mexico + + L +
Myanmar + L +
Netherlands + + H +
New Zealand + + M +
Nigeria +
Norway + H +
Pakistan +
Peru +
Philippines + + L +
Poland + + L +
Portugal + + M +
Russia + L
Saudi Arabia + L +
Singapore +
Slovakia + M +
South Africa +
South Korea + M +
Spain + M +
Sweden + H +
Switzerland + + H +
Taiwan + + M +
Thailand + L +
Turkey + + L +
United Arab Emirates + L +
United Kingdom + + H +
United States + + H +
Uruguay +
Venezuela +
Vietnam +

Count 30 45 45 53
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Table 4: Model output by country
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